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Preface 
 
 

 
 

“Perfection is not attainable, but if we chase perfection we can reach excellence.” 
-Vince Lombardi 

 
We are at a unique time in health care. Technology—which has the potential to improve quality and 

safety of care as well as reduce costs—is rapidly evolving, changing the way we deliver health care. At 
the same time, health care reform is reshaping the health care landscape. As Sir Cyril Chantler of the 
Kings Fund said, “Medicine used to be simple, ineffective, and relatively safe. Now it is complex, 
effective, and potentially dangerous.” More and more cognitive overload requires a symbiotic relationship 
between human cognition and computer support. It is this very difficult transition we are facing in 
ensuring safety in health care. 

Caught in the middle are the patients—the ultimate recipients of care. Stories of patient injuries and 
deaths associated with health information technologies (health IT) frequently appear in the news, 
juxtaposed with stories of how health professionals are being provided monetary incentives to adopt the 
very products that may be causing harm. These stories are frightening, but they shed light on a very 
important problem and a realization that, as a nation, we must do better to keep patients safe. 

The committee was asked to review the evidence about the impact of health IT on patient safety and 
to recommend actions to be taken by both the private and public sectors. As always, Institute of Medicine 
(IOM) reports are to be based on the evidence. We examined the peer-reviewed literature in depth and 
solicited examples of harm from the public. We also specifically sought and received input from the 
vendor community on numerous occasions. We found that specific types of health IT can improve patient 
safety under the right conditions, but those conditions cannot be replicated easily and require continual 
effort to achieve. We tried to balance the findings in the literature with anecdotes from the field but came 
to the realization that the information needed for an objective analysis and assessment of the safety of 
health IT and its use was not available. This realization was eye-opening and drove the committee to 
consider ways to make information about the magnitude of the harm discoverable. 

The committee offers a vision for how the discipline of safety science can be better integrated into a 
health IT–enabled world. Early on we concluded that safety is the product of the larger sociotechnical 
system and emerges from the interaction between different parts of this larger system. This finding is not 
new. It is apparent in many other industries and has been introduced in health care before, but needs to be 
underscored.  

Building on the concept of a sociotechnical system, the committee concluded that safer systems 
require efforts to be made by all stakeholders. A coordinated effort will be needed from the private sector. 
However, the public sector must also be part of a solution to protect patient safety for two reasons: (1) 
patient safety is a public good and (2) with the government’s large investment in this area, it has a 
fiduciary responsibility to ensure the value of its investment.  

Definitive evidence was not available in many areas, such as determining what the roles of specific 
private- and public-sector actors should be and how regulation would impact innovation in this area. 
Where evidence was not available, the committee—broad in its expertise and beliefs—relied on its expert 
opinion. While the entire committee believes the current state of safety of health IT must not be permitted 
to continue, individual approaches differed on how to best move forward and the speed for doing so. Over 
the course of many conversations, the committee designed recommendations that balance these 
approaches and strike common ground, outlining a private–public framework for improving patient safety 
without constraining innovation. 
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Unfortunately, we were unable to resolve the issues raised by one committee member. In his 
statement of dissent in Appendix E, he calls for health IT to be regulated as a Class III device under the 
Food and Drug Administration’s (FDA’s) medical device classification scheme. The dissent makes no 
mention of the very serious implications that regulation of health IT by FDA as a Class III device could 
have on innovation. We deliberated about these issues over the course of the entire study and tried at 
length to understand each other’s perspectives toward reaching consensus on the issues. In Chapter 6, the 
committee states that we believe the impact of regulation on innovation needs to be carefully weighed. 
We also discuss that if regulation is necessary, FDA should consider a new, more flexible approach 
outside of the traditional medical device classification scheme. The committee determined that it was not 
within its purview to discuss details of what this approach would be. The determination of classes should 
be the responsibility of the FDA and not of this committee. 

As chair, I would like to personally thank each member of the committee for their time, effort, and 
willingness to engage in these discussions. I also want to thank the IOM staff for their work in guiding the 
committee through this process. 

The committee hopes actions that follow the release of this report will in a few years give us a better 
sense of both risks and remedies for application of health IT in the field. As the nation continues to move 
forward in adopting health IT, we must act with urgency to protect the safety of patients. 

 
Gail L. Warden, Chair 
Committee on Patient Safety and Health  

              Information Technology 
August 2011 
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Summary 

 
 
 
 
 
 

 

The Institute of Medicine (IOM) report To Err Is Human estimated that 44,000-98,000 lives 
are lost every year due to medical errors in hospitals and led to the widespread recognition that 
health care is not safe enough, catalyzing a revolution to improve the quality of care.1 Despite 
considerable effort, patient safety has not yet improved to the degree hoped for in the IOM report 
Crossing the Quality Chasm. One strategy the nation has turned to for safer, more effective care 
is the widespread use of health information technologies (health IT).2 The U.S. government is 
investing billions of dollars toward meaningful use of effective health IT so all Americans can 
benefit from the use of electronic health records (EHRs) by 2014.  

Health IT is playing an ever-larger role in the care of patients, and some components of 
health IT have significantly improved the quality of health care and reduced medical errors. Con-
tinuing to use paper records can place patients at unnecessary risk for harm and substantially 
constrain the country’s ability to reform health care. However, concerns about harm from the use 
of health IT have emerged. To protect America’s health, health IT must be designed and used in 
ways that maximize patient safety while minimizing harm. Information technology can better 
help patients if it becomes more usable, more interoperable, and easier to implement and main-
tain. This report explains the potential benefits and risks of health IT and asks for greater trans-
parency, accountability, and reporting. 

In this report, health IT includes a broad range of products, including EHRs,3 patient en-
gagement tools (e.g., personal health records [PHRs] and secure patient portals), and health in-
formation exchanges; excluded is software for medical devices. Clinicians expect health IT to 
support delivery of high-quality care in several ways, including storing comprehensive health 
data, providing clinical decision support, facilitating communication, and reducing medical er-
rors. Health IT is not a single product; it encompasses a technical system of computers and soft-
ware that operates in the context of a larger sociotechnical system—a collection of hardware and 

                                                 
1 The IOM identified six aims of quality improvement, stating that health care should be safe, effective, patient-centered, timely, efficient, 

and equitable. 
2 Health IT has also been called health information systems and health information and communications technology, among others. This re-

port employs the term health IT but recognizes that these other, broader terms are also used. 
3 “Electronic health records” is used as the desired term because it is more inclusive of the way electronic records are being used currently. 

EHRs include clinical decision support tools, computerized provider order entry systems, and e-prescribing systems. 
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software working in concert within an organization that includes people, processes, and technol-
ogy.  

It is widely believed that health IT, when designed, implemented, and used appropriately, can 
be a positive enabler to transform the way care is delivered. Designed and applied inappropriate-
ly, health IT can add an additional layer of complexity to the already complex delivery of health 
care, which can lead to unintended adverse consequences, for example dosing errors, failing to 
detect fatal illnesses, and delaying treatment due to poor human–computer interactions or loss of 
data. 

In recognition of the rapid adoption of health IT, the Office of the National Coordinator for 
Health Information Technology (ONC) asked the IOM to establish a committee to explore how 
private and public actors can maximize the safety of health IT–assisted care. The committee in-
terpreted its charge as making health IT–assisted care safer so the nation is in a better position to 
realize the potential benefits of health IT.  

EVALUATING THE CURRENT STATE OF PATIENT SAFETY AND 
HEALTH IT 

The expectations for safer care may be higher in a health IT–enabled environment as com-
pared to a paper-based environment because the opportunity to improve patient care is much 
greater. The evidence in the literature about the impact of health IT on patient safety, as opposed 
to quality, is mixed but shows that the challenges facing safer health care and safer use of health 
IT involve the people and clinical implementation as much as the technology. The literature de-
scribes significant improvements in some aspects of care in health care institutions with mature 
health IT. For example, the use of computerized prescribing and bar-coding systems has been 
shown to improve medication safety. But the generalizability of the literature across the health 
care system may be limited. While some studies suggest improvements in patient safety can be 
made, others have found no effect. Instances of health IT–associated harm have been reported. 
However, little published evidence could be found quantifying the magnitude of the risk.  

Several reasons health IT–related safety data are lacking include the absence of measures and 
a central repository (or linkages among decentralized repositories) to collect, analyze, and act on 
information related to safety of this technology. Another impediment to gathering safety data is 
contractual barriers (e.g., nondisclosure, confidentiality clauses) that can prevent users from 
sharing information about health IT–related adverse events. These barriers limit users’ abilities 
to share knowledge of risk-prone user interfaces, for instance through screenshots and descrip-
tions of potentially unsafe processes. In addition, some vendors include language in their sales 
contracts and escape responsibility for errors or defects in their software (i.e., “hold harmless 
clauses”). The committee believes these types of contractual restrictions limit transparency, 
which significantly contributes to the gaps in knowledge of health IT–related patient safety 
risks. These barriers to generating evidence pose unacceptable risks to safety.  

EXAMINING THE CURRENT STATE OF THE ART IN SYSTEM 
SAFETY 

Software-related safety issues are often ascribed to software coding errors or human errors in 
using the software. It is rarely that simple. Many problems with health IT relate to usability, im-
plementation, and how software fits with clinical workflow. Focusing on coding or human errors 
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often leads to neglect of other factors (e.g., usability, workflow, interoperability) that may in-
crease the likelihood a patient safety event will occur. Furthermore, software—such as an EHR—
is neither safe nor unsafe because safety of health IT cannot exist in isolation from its context of 
use. Safety is an emergent property of a larger system that takes into account not just the 
software but also how it is used by clinicians.  

The larger system—often called a sociotechnical system—includes technology (e.g., soft-
ware, hardware), people (e.g., clinicians, patients), processes (e.g., workflow), organization 
(e.g., capacity, decisions about how health IT is applied, incentives), and the external environ-
ment (e.g., regulations, public opinion). Adopting a sociotechnical perspective acknowledges 
that safety emerges from the interaction among various factors. Comprehensive safety analyses 
consider these factors taken as a whole and how they affect each other in an attempt to reduce the 
likelihood of an adverse event, rather than focusing on eliminating one “root cause” and ignoring 
other possible contributing factors. 

OPPORTUNITIES TO BUILD SAFER SYSTEMS FOR HEALTH IT 
Merely installing health IT in health care organizations will not result in improved care. To-

gether, the design, implementation, and use of health IT affect its safe performance. Safer im-
plementation and use of health IT is a complex, dynamic process that requires a shared re-
sponsibility between vendors and health care organizations.  

Features of Safer Health IT 

Safely functioning health IT should provide easy entry and retrieval of data, have simple and 
intuitive displays, and allow data to be easily transferred among health professionals. Many fea-
tures of software contribute to its safe use, including usability and interoperability. Although de-
finitive evidence is hard to produce, the committee believes poor user-interface design, poor 
workflow, and complex data interfaces are threats to patient safety.  

Similarly, lack of system interoperability is a barrier to improving clinical decisions and 
patient safety, as it can limit data available for clinical decision making. Laboratory data have 
been relatively easy to exchange because good standards exist such as Logical Observation Iden-
tifiers Names and Codes (LOINC) and are widely accepted. However, important information 
such as problem lists and medication lists are not easily transmitted and understood by the re-
ceiving health IT product because existing standards have not been uniformly adopted. Interope-
rability must extend throughout the continuum of care; standards need to be developed and im-
plemented to support interaction between health IT products that contain disparate data. 

Opportunities to Improve the Design and Development of Technologies 

Application of quality management practices needs to be a high priority for design and de-
velopment activities. Creating safer systems begins with user-centered design principles and con-
tinues with adequate testing and quality assessments conducted in actual and/or simulated clini-
cal environments. Vendors should not only create useful functions in their software but also 
understand how user-interface design affects the clinical setting and workflow where the applica-
tions are to be used, as well as support for activities within a health professional’s scope of prac-
tice.  
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Opportunities to Improve Safety in the Use of Health IT 

Safety considerations need to be embedded throughout the implementation process, including 
the stages of planning and goal setting, deployment, stabilization, optimization, and transforma-
tion. Selecting the right software requires a comprehensive understanding of the data and infor-
mation needs of the organization and the capabilities of the system. Vendors take primary re-
sponsibility for the design and development of technologies, ideally with iterative feedback from 
users. Users assume responsibility for safe implementation and work with vendors throughout 
the health IT implementation process. The partnership to develop, implement, and optimize sys-
tems is a shared responsibility where vendors and users help each other achieve the safest possi-
ble applications of health IT. 

It is important to recognize that health IT products generally cannot be installed out of the 
box. Users need to customize products judiciously to appropriately match their needs and capa-
bilities—in both functionality and complexity of operation. The process of implementing soft-
ware is critical to optimizing value and mitigating patient safety risks. A constant, ongoing 
commitment to safety—from acquisition to implementation and maintenance—is needed to 
achieve safer, more effective care. Testing at each of these stages is needed to ensure success-
ful use of health IT. 

Responsible use requires diligent surveillance for evolving needs, gaps, performance issues, 
and mismatches between user needs and system performance, unsafe conditions, and adverse 
events. The committee believes certain actions are required by private and public entities to mon-
itor safety in order to protect the public’s health and provides the following recommendations to 
improve health IT safety nationwide—optimizing their use to achieve national health goals, 
while reducing the risks of their use resulting in inadvertent harm.  

 

Recommendation 1: The Secretary of Health and Human Services (HHS) should pub-
lish an action and surveillance plan within 12 months that includes a schedule for 
working with the private sector to assess the impact of health IT on patient safety and 
minimizing the risk of its implementation and use. The plan should specify: 

a. The Agency for Healthcare Research and Quality (AHRQ) and the National 
Library of Medicine (NLM) should expand their funding of research, training, 
and education of safe practices as appropriate, including measures specifically 
related to the design, implementation, usability, and safe use of health IT by all 
users, including patients. 

b. The Office of the National Coordinator for Health IT (ONC) should expand its 
funding of processes that promote safety that should be followed in the devel-
opment of health IT products, including standardized testing procedures to be 
used by manufacturers and health care organizations to assess the safety of 
health IT products. 

c. ONC and AHRQ should work with health IT vendors and health care organi-
zations to promote postdeployment safety testing of EHRs for high-prevalence, 
high-impact EHR-related patient safety risks. 
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d. Health care accrediting organizations should adopt criteria relating to EHR 
safety. 

e. AHRQ should fund the development of new methods for measuring the impact 
of health IT on safety using data from EHRs. 

 

PATIENTS’ AND FAMILIES’ USE OF HEALTH IT: CONCERNS ABOUT 
SAFETY 

Health IT products are also being developed to engage and support patients and their families 
in decision making and management of their own personal health information. Examples of elec-
tronic patient engagement tools include PHRs (both integrated and freestanding), mobile applica-
tions, and tools for assessing day-to-day health status (e.g., weight loss), and continue to evolve 
rapidly. The increasing use of health IT by consumers, patients, and families creates an urgent 
need for the development and support of a research agenda for these tools. 

A SHARED RESPONSIBILITY FOR IMPROVING HEALTH IT SAFETY 
Health IT safety is contingent on how the technology is designed, implemented, used, and 

fits into clinical workflow, requiring the cooperation of both vendors and users. In the absence of 
a single accountable party, policy makers need to act on behalf of the public good to promote and 
monitor health IT safety. The committee believes this is best accomplished through collaboration 
between the private and public sectors.  

The private sector must play a major role in making health IT safer, but it will need support 
from and close collaboration with the public sector. Currently, there is no systematic regulation 
or sense of shared accountability for product functioning, liability is shifted primarily onto users, 
and there is no way to publicly track adverse outcomes. Therefore, when instances that either 
cause or could result in harm occur, there is no authority to collect, analyze, and disseminate 
learning. Lack of sufficient vendor action to build safer products, or regulatory requirements to 
do so, threatens patient safety. Access to details of patient safety risks is essential to a properly 
functioning market where users identify the product that best suits their needs. Users need to 
share information about risks and adverse events with other users and vendors. Legal clauses 
shifting liability from vendors to users discourage sharing.  

 

Recommendation 2: The Secretary of HHS should ensure insofar as possible that 
health IT vendors support the free exchange of information about health IT expe-
riences and issues and not prohibit sharing of such information, including details (e.g., 
screenshots) relating to patient safety.  

 
Once information about patient safety risks is available, comparative user experiences can be 

shared. Currently, users cannot communicate effectively their experiences with health IT. In oth-
er industries, product reviews are available where users can rate their experiences with products 
and share lessons learned. A consumer guide for health IT safety could help identify safety con-
cerns, increasing system transparency.  
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To gather objective information about health IT products, researchers should have access to 
both test versions of software provided by vendors and software already integrated in user or-
ganizations. Users should be able to compare and share their experiences and other measures of 
safety from health IT products. 

 

Recommendation 3: ONC should work with the private and public sectors to make 
comparative user experiences across vendors publicly available.  

 
Another area necessary for making health IT safer is the development of measures. Inasmuch 

as the committee’s charge is to recommend policies and practices that lead to safer use of health 
IT, the nation needs reliable means of assessing the current state and monitoring for improve-
ment. Currently, no entity is developing such measures; Recommendation 1 is for AHRQ, NLM, 
and ONC to fund development of these measures. The lack of measures and diversity of involved 
parties suggests a coordinating body is needed to oversee the development, application, and 
evaluation of measures of safety of health IT use. Best practices will need to ensure health IT is 
developed and implemented with safety as a priority.  

 

Recommendation 4: The Secretary of HHS should fund a new Health IT Safety 
Council to evaluate criteria for assessing and monitoring the safe use of health IT and 
the use of health IT to enhance safety. This council should operate within an existing 
voluntary consensus standards organization. 
 

This function could be housed within existing organizations, such as the National Quality Forum.  
Because threats to health IT safety can arise before, during, and after implementation, it is al-

so useful to design methods to monitor health IT safety. Standards development organizations 
such as the American National Standards Institute and the Association for the Advancement of 
Medical Instrumentation could seek input from a broad group of stakeholders when developing 
these standards, criteria, and tests. Additionally, vendor attestation that they have addressed spe-
cific safety issues in the design and development of their products can be important. Best prac-
tices for acquisition and implementation of health IT need to be developed. Development of 
postimplementation tests would help users monitor whether their systems meet certain safety 
benchmarks. Applying these tests is also a way for users to work with vendors to ensure that 
products have been installed correctly; accreditation organizations, such as The Joint Commis-
sion, could require conduct of these safety tests as part of their accreditation criteria.  

Finally, the committee found successful adoption of change requires education and train-
ing of the workforce. Basic levels of competence, knowledge, and skill are needed to navigate 
the highly complex implementation of health IT. Because health IT exists at the intersection of 
multiple disciplines, a variety of professionals will need training in a number of established dis-
ciplines such as health systems, IT, and clinical care.  
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The Role of the Public Sector: Strategic Guidance and Oversight 

A shared learning environment should be fostered to the fullest extent possible by the private 
sector, but, in some instances, the government needs to provide guidance and direction to pri-
vate-sector efforts and to correct misaligned market forces. An appropriate balance must be 
reached between government oversight and market innovation. To encourage innovation and 
shared learning environments, the committee adopted the following general principles for gov-
ernment oversight:  

 
• Focus on shared learning, 
• Maximize transparency, 
• Be nonpunitive,  
• Identify appropriate levels of accountability, and 
• Minimize burden.  

 
The committee believes HHS should take the following actions to improve health IT safety. 

First, to improve transparency and safety, it is necessary to identify the products being used 
and to whom any actions need to be directed. Having a mechanism to accomplish this is impor-
tant so that when new knowledge about safety or performance arises, other users and products 
that could also be vulnerable can be identified. ONC employed a similar mechanism for EHR 
vendors to list their products in implementing the meaningful use program. The committee sup-
ports continuation of ONC’s efforts to list all products certified for meaningful use in a single 
database as a first step for ensuring safety. 

 

Recommendation 5: All health IT vendors should be required to publicly register and 
list their products with ONC, initially beginning with EHRs certified for the meaning-
ful use program.  
 
Second, by establishing quality management principles and processes in health IT, vendors 

can improve the safety of their product lines. Experiences from other industries suggest the best 
approach to proactively creating highly reliable products is not to certify each individual product 
but to make sure organizations have adopted quality management principles and processes in the 
design and development of products.  

While many vendors already have some types of quality management principles and 
processes in place, not all vendors do and to what standard they are held is unknown. An indus-
try standard is needed to ensure comprehensive industry adoption. To this end, the committee 
believes adoption of quality management principles and processes should be mandatory for all 
health IT vendors. The ONC, Food and Drug Administration (FDA), and health IT certification 
bodies are examples of organizations that could potentially administer this function. 

 

Recommendation 6: The Secretary of HHS should specify the quality and risk man-
agement process requirements that health IT vendors must adopt, with a particular 
focus on human factors, safety culture, and usability.  
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Third, to quantify patient safety risks, reports of adverse events need to be collected, supple-
menting private-sector efforts. High-priority health IT–related adverse events include death, se-
rious injury, and unsafe conditions. Analyses of unsafe conditions would produce important in-
formation that could have a great impact on improving patient safety and enable adoption of 
corrective actions that could prevent death or serious injury.  

Regular reporting of adverse events is widely used to identify and rectify vulnerabilities that 
threaten safety for the purposes of learning. However, learning about safety of health IT is li-
mited because there are currently no comprehensive analyses available about health IT–related 
adverse events, no consequences for failing to discover and report evidence about harm, and no 
aggregation of data for learning. In other countries and industries, reporting systems all differ 
with respect to their design, but the majority employ reporting that is voluntary, confidential, 
and nonpunitive. Creating a nonpunitive environment is essential for the success of voluntary 
reporting systems. Reports must be collected for the purpose of learning and should not be used 
to address accountability.  

The committee believes reports of health IT–related adverse events and unsafe conditions 
that are verified and free of user-identifying information should be transparently available to the 
public. The committee believes reporting of deaths, serious injuries, or unsafe conditions should 
be mandatory for vendors. Direction will need to come from a federal entity with adequate ex-
pertise, capacity, and authority to act on reports of health IT–related adverse events. The Secre-
tary of HHS should designate an entity and provide it with the necessary resources to do so.  

Current user reporting efforts are generally not coordinated with one another and not col-
lected in a systematic manner; a more streamlined reporting system is needed. AHRQ has devel-
oped a common format that precisely defines the components of a field report for health IT–
related adverse events or risks. Reports by users should remain voluntary and the identities of 
reporters should not be discoverable under any circumstance. Patient Safety Organizations are 
examples of entities that can protect this information from discovery. User-reported health IT–
related adverse events should be collected by a central repository and also be sent to the appro-
priate vendor. 

 

Recommendation 7: The Secretary of HHS should establish a mechanism for both 
vendors and users to report health IT–related deaths, serious injuries, or unsafe con-
ditions.  

a. Reporting of health IT–related adverse events should be mandatory for ven-
dors.  

b. Reporting of health IT–related adverse events by users should be voluntary, 
confidential, and nonpunitive. 

c. Efforts to encourage reporting should be developed, such as removing the per-
ceptual, cultural, contractual, legal, and logistical barriers to reporting. 

 
However, reports of patient safety incidents are only one part of a larger solution to maxim-

ize the safety of health IT–assisted care. The power to improve safety lies not just with re-
porting requirements, but with the ability to act on and learn from reports. To this end, two 
distinct functions are also needed: (1) aggregating and analyzing reports and (2) investigating the 
circumstances associated with safety incidents to determine the conditions that contribute to 
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those incidents. Through these processes, lessons learned can be developed so similar incidents 
will be less likely to occur in the future. To maximize the effectiveness of reports, the collection, 
aggregation and analysis, and investigation of reports should be coupled as closely as possible.  

Ideally, all reports of health IT–related events would be aggregated and analyzed by a single 
entity that would identify reports for immediate investigation. Reports to this entity have to in-
clude identifiable data to allow investigators to follow up in the event the reported incident re-
quires investigation. The entity would investigate two categories of reports: (1) reports that result 
in death or serious injury and (2) reports of unsafe conditions. Prioritization among the reports 
should be determined on a risk-based hazard analysis. In keeping with the principle of transpa-
rency, reports and results of investigations should be made public. A feedback loop from the in-
vestigatory entity back to both vendors and users is essential to allow groups to rectify systemic 
issues found that introduce risk. 

The committee considered a number of potential organizations that could objectively analyze 
reports of unsafe conditions, as well as conduct investigations into health IT–related adverse 
events in the way the committee envisions, including the FDA, ONC, AHRQ, and the private 
sector. The committee concluded that investigating patient safety incidents does not match the 
internal expertise of any existing entity, as the needed functions are under the jurisdiction of mul-
tiple federal agencies and efforts are generally uncoordinated and not comprehensive.  

The committee believes development of an independent, federal entity could perform the 
needed analytic and investigative functions in a transparent, nonpunitive manner. It would be 
similar in structure to the National Transportation Safety Board, an independent federal agency 
created by Congress to conduct safety investigations. The entity would make nonbinding rec-
ommendations to the Secretary of HHS. Nonbinding recommendations provide flexibility, allow-
ing the Secretary, health care organizations, vendors, and external experts to collectively deter-
mine the best course forward. Because current federal agencies do not have this as their charge, 
nor the baseline funding to take on these activities, the committee believes an independent, fed-
eral entity is the best option to provide a platform to support shared learning at a national level. 

 

Recommendation 8: The Secretary of HHS should recommend that Congress estab-
lish an independent federal entity for investigating patient safety deaths, serious inju-
ries, or potentially unsafe conditions associated with health IT. This entity should also 
monitor and analyze data and publicly report results of these activities. 
 
When combined, removing contractual restrictions, promoting public reporting, and having a 

system in place for independent investigations can be a powerful force for improving patient 
safety. 

Next Steps 

Achieving transparency and safer health IT products and safer use of health IT will require 
the cooperation of all stakeholders. Without more information about the magnitude and types of 
harm, other mechanisms will be necessary to motivate the market to correct itself. The commit-
tee offers a two-stage approach, with its recommended actions as the first stage to provide a bet-
ter understanding of the threats to patient safety.  
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The current state of safety and health IT is not acceptable; specific actions are required to 
improve the safety of health IT. The first eight recommendations are intended to create condi-
tions and incentives to encourage substantial industry-driven change without formal regulation. 
However, because the private sector to date has not taken sufficient action on its own, the com-
mittee believes a follow-up recommendation is needed to formally regulate health IT.4 If the ac-
tions recommended to the private and public sectors are not effective as determined by the Secre-
tary of HHS, the Secretary should direct the FDA to exercise all authorities to regulate health IT.  

The committee was of mixed opinion on how FDA regulation would impact the pace of in-
novation by industry but identified several areas of concern regarding immediate FDA regula-
tion. The current FDA framework is oriented toward conventional, out-of-the-box, turnkey de-
vices. However, health IT has multiple different characteristics, suggesting that a more flexible 
regulatory framework will be needed in this area to achieve the goals of product quality and safe-
ty without unduly constraining market innovation. For example, as a software-based product, 
health IT has a product life cycle very different from that of conventional technologies. These 
products exhibit great diversity in features, functions, and scope of intended and actual use, 
which tend to evolve over the life of the product. Taking a phased, risk-based approach can help 
address this concern. The FDA has chosen to not exercise regulatory authority over EHRs, and 
controversy exists over whether some health IT products such as EHRs should be considered 
medical devices. If the Secretary deems it necessary for the FDA to regulate EHRs and other cur-
rently nonregulated health IT products, clear determinations will need to be made about whether 
all health IT products classify as medical devices for the purposes of regulation. If FDA regula-
tion is deemed necessary, the FDA will need to commit sufficient resources and add capacity and 
expertise to be effective. 

The Secretary should report annually to Congress and the public on the progress of efforts to 
improve the safety of health IT, beginning 12 months from the release of this report. In these re-
ports, the Secretary should make clear the reasons why further oversight actions are or are not 
needed. In parallel, the Secretary should ask the FDA to begin planning the framework needed 
for potential regulation consistent with Recommendations 1 through 8 so that, if she deems FDA 
regulation to be necessary, the agency will be ready to act, allowing for the protection of patient 
safety without further delay. The committee recognizes that not all of its recommendations can 
be acted on by the Secretary alone and that some will require congressional action. 

 

Recommendation 9a: The Secretary of HHS should monitor and publicly report on 
the progress of health IT safety annually beginning in 2012. If progress toward safety 
and reliability is not sufficient as determined by the Secretary, the Secretary should 
direct the FDA to exercise all available authority to regulate EHRs, health informa-
tion exchanges, and PHRs. 

Recommendation 9b: The Secretary should immediately direct the FDA to begin de-
veloping the necessary framework for regulation. Such a framework should be in 
place if and when the Secretary decides the state of health IT safety requires FDA 
regulation as stipulated in Recommendation 9a above. 
 

                                                 
4 One member disagrees with the committee and would immediately regulate health IT as a Class III medical device, as outlined in Appen-

dix E. 
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FUTURE RESEARCH FOR CARE TRANSFORMATION 
The committee identified a number of research gaps during its information gathering. Re-

search is needed to continue to build the evidence to determine how to develop and adopt safer 
health IT most effectively. A greater body of conclusive research is needed to fully meet the po-
tential of health IT for ensuring patient safety. 

 

Recommendation 10: HHS, in collaboration with other research groups, should sup-
port cross-disciplinary research toward the use of health IT as part of a learning 
health care system. Products of this research should be used to inform the design, test-
ing, and use of health IT. Specific areas of research include 

a. User-centered design and human factors applied to health IT,  

b. Safe implementation and use of health IT by all users, 

c. Sociotechnical systems associated with health IT, and 

d. Impact of policy decisions on health IT use in clinical practice. 
 

Creating an infrastructure that supports learning about and improving the safety of health IT 
is needed to achieve better health care. Proactive steps must be taken to ensure that health IT is 
developed and implemented with safety as a primary focus through the development of industry-
wide measures, standards, and criteria for safety. Surveillance mechanisms are needed to identi-
fy, capture, and investigate adverse events to continually improve the safety of health IT. Trans-
parency and cooperation between the private and public sectors are critical to creating the neces-
sary infrastructure to build safer systems that will lead to better care for all Americans.  
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Introduction 
 
 
 

 

 “To err is human” 
“Crossing the quality chasm” 

 
Together, the above phrases—titles of reports—catalyzed a revolution in American health 

care to ensure patient safety and improve quality of care. To Err Is Human estimated that 44,000-
98,000 lives are lost in hospitals every year due to medical errors and led to the widespread rec-
ognition that health care is not as safe as it should be (IOM, 1999). With an emphasis on improv-
ing quality,1 better results were thought to be achievable (IOM, 2001).  

Subsequent research further documented the deficiencies in the quality and safety of Ameri-
can health care. Early work found evidence-based practice is only followed 55 percent of the 
time (McGlynn et al., 2003) and ensuing studies have reconfirmed that medical errors continue 
to be prevalent, as more than 1.5 million preventable adverse drug events occur annually (IOM, 
2006). Adverse events can result from almost any type of interaction with the care system, at any 
point during care delivery, and in all care settings. Events can be the result of human, technolo-
gical, and systems errors and can be classified as errors of commission (a direct consequence of 
treatment) or errors of omission (failure to undertake an action that should have been completed). 
Specific to safety, there has been a tendency to assume that a focus on quality will of necessity 
result in improved safety. This assumption may have delayed awareness of the need for a robust 
framework focused on safety alone.  

Perhaps more important, these studies brought to light the critical concept of systemness, 
which recognizes that health care is a collection of disparate fragmented parts with many indi-
vidual actors, each seeking to do their best by the patient instead of health professionals within a 
comprehensive “system.” This lack of systems to improve coordination in part fostered the 
promulgation of poor-quality, unsafe health care. While the attention to systems of care have in-
creased greatly, many of the efforts in the 10 years since To Err Is Human and Crossing the 
Quality Chasm have focused on processes of care as a first step, with the end goal of creating a 
comprehensive system of high quality and safe care. These studies and those in the next section 

                                                 
1 The Institute of Medicine (IOM) identified six aims of quality improvement, stating that health care should be safe, effective, patient-

centered, timely, efficient, and equitable (2001). 
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focused on quality and safety in health care overall. This background is needed to understand the 
context for discussing patient safety related to health information technology (health IT).2 

PATIENT SAFETY 
More than 10 years since these landmark patient safety reports, there is considerable contro-

versy about how much improvement in safety has actually occurred. Clearly some progress has 
been made with respect to specific processes, such as high rates of prescribing beta-blockers at 
discharge to patients presenting with an acute myocardial infarction (Chassin et al., 2010), and 
significantly reduced surgical mortality rates (Neily et al., 2010). Nationwide efforts were under-
taken to reduce the number of medical errors in all care settings and campaigns were developed 
to increase awareness, reduce risk factors, and develop a framework for high-quality care.  

Despite these efforts, quality improvement throughout much of the U.S. health care system is 
still proceeding at a glacial pace. The National Healthcare Quality Report by the Agency for 
Healthcare Research and Quality (AHRQ) revealed that while nearly two-thirds of 179 measures 
of health care quality did show improvement, the median annual rate of change was only 2.3 per-
cent. Several quality measures relating to cancer screening and diabetes management actually 
worsened during this time (AHRQ, 2010). 

In terms of safety, several new studies have recently been published suggesting that patients 
continued to experience high rates of safety problems during hospital stays. Indeed, one study 
found adverse events continue to occur in as many as one-third of hospital patients (Classen et 
al., 2011). These adverse events occur in hospitalized patients even in regions where there has 
been a heavy programmatic focus on improving patient safety in hospitals (Landrigan et al., 
2010). Safety problems also plague Medicare beneficiaries—a study suggests that more than 27 
percent of Medicare beneficiaries will experience an adverse event during their hospitalizations, 
with half of these patients suffering more severe adverse events (HHS, 2010a).  

These patient safety problems are not just limited to inpatient care. To Err Is Human recog-
nized that more patients could be harmed by errors in ambulatory settings, since more medical 
care is delivered outside of hospitals than inside. A recent review of malpractice claims con-
cluded that 52 percent of all paid malpractice claims for all physician services involved ambula-
tory services and almost two-thirds of these claims involved a major injury or death (Bishop et 
al., 2011). 

Important differences exist between the inpatient and ambulatory settings regarding patient 
safety, including the types of errors seen (IOM, 1999), the relative importance of patient respon-
sibility for following through on care decisions, and the different organizational and regulatory 
structures in place (Gandhi and Lee, 2010). As a result, it cannot be assumed that interventions to 
improve hospital safety will be applicable in the ambulatory setting, which deserves focused at-
tention of its own. In recognition of this, an expert consensus conference to establish an agenda 
for research in ambulatory patient safety recognized that knowledge of ambulatory patient safety 
was lacking (Hammons et al., 2001). A recent 10-year review of ambulatory patient safety litera-
ture concluded that some progress has been made in understanding ambulatory safety, major 

                                                 
2 Health IT is a term that is used somewhat interchangeably with other terms such as health information systems, health information and 

communications technology, and informatics. The terms are not necessarily defined the same way; for example, informatics—defined as a scien-
tific field that draws upon the information sciences and related technology to enhance the use of the knowledge base of the health sciences to 
improve the health of individuals and populations through care, basic biomedical and clinical research, education, management, and policy—is a 
broader field than health IT. This report employs the term health IT but recognizes these other, broader terms are also used.  
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gaps remain, and virtually no experiments or demonstrations have been done that show how to 
improve it (AMA, 2011).  

This new refocus on patient safety as a specific system priority is best exemplified by a new 
Department of Health and Human Services (HHS) initiative with a sole focus on patient safety. 
Policy makers have recently recognized the significant challenges in improving patient safety 
across the continuum of care and the lack of progress over the past decade. HHS recently an-
nounced a national initiative called the Partnership for Patients, aimed at reducing preventable 
hospital-acquired conditions and complications, that would result in about 1.8 million fewer inju-
ries to patients and would save more than 60,000 lives over 3 years. The partnership also aims to 
reduce preventable complications during care transitions, thereby cutting hospital readmissions 
by 20 percent from 2010 levels (HHS, 2011). This may herald a new national focus on patient 
safety over the next decade in the United States.  

As these findings indicate, the opportunity to continue to improve is great, with many tools 
yet to be developed and effectively implemented. In virtually every report on patient safety 
summarized above, health IT has been identified as a critical tool to both measure and improve 
patient safety. Yet despite the possibility that health IT can enhance the safety and effectiveness 
of care, the widespread adoption and safe use of health IT products is still relatively immature. 
Technical and organizational limitations exist that can make health IT difficult to use effectively 
to improve the safety and quality of care. 

HEALTH IT 
For the purposes of this report, health IT includes a broad range of products, including elec-

tronic health records (EHRs),3 patient engagement tools (e.g., personal health records), and 
health information exchanges; excluded is software for medical devices (e.g., software in an im-
plantable cardioverter-defibrillator). The use of data support systems in health settings began as 
administrative tools to facilitate billing processes and other related transactions. More recently, 
health IT has evolved to EHRs and other forms of technology that engage not just in transactions 
and data storage but particularly with decision support and the capacity for clinicians and pa-
tients to see the patient’s clinical progress and data more easily. Clinicians and health care sys-
tems can potentially benefit from studying populations of similar patients, leading to learning 
health care systems. Clinicians expect health IT to support delivery of high-quality care in sever-
al ways, including storing comprehensive health data, providing clinical decision support, facili-
tating communication, engaging patients, and reducing medical errors. In the near future, it is 
likely that patients, particularly those with chronic illnesses, will consistently use the Internet to 
track their own health through personal health records and handheld device applications. Current 
health IT products are still improving their capacity to increase communications and reduce er-
rors by making the right thing to do easier to do. It is important that health IT maximize patient 
safety while minimizing harm.  

Adoption of health IT has been slow and is not yet widespread in the United States. Although 
adoption rates have increased significantly over the past decade, only 50.7 percent of office-
based physicians use any type of EHR, with 10.1 percent reporting use of a fully functional 
record (Hsiao et al., 2010) (see Figure 1-1).  

 
                                                 

3 In this report, electronic health record will be used as the desired term over electronic medical record because it is more inclusive of the 
way electronic records are being used currently. EHRs include clinical decision support tools, computerized provider order entry systems, and e-
prescribing systems. 



1-4  HEALTH IT AND PATIENT SAFETY 

PREPUBLICATION COPY: UNCORRECTED PROOFS 

P
er

ce
nt

 o
f 

P
hy

si
ci

an
s

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

60

50

40

30

20

10

Any 
EMR/EHR 
system

Basic
system

Fully
functional
system

FIGURE 1-1 
Percentage of offi  ce-based physicians with electronic medical 
records/electronic health records: United States, 2001–2009 
and preliminary 2010.

NOTES: Any EMR/EHR is a medical or health record system that is either all 
or partially electronic (excluding systems solely for billing). The 2010 data are 
preliminary estimates (as show by dotted lines), based only on the mail survey. 
Estimates through 2009 include additional physicians sampled from community 
health centers; prior 2008 combined estimates were revised to include those 
physicians (4). Estimates of basic and fully functional systems prior to 2006 
could not be computed because some items were not collected in the survey. 
Fully functional systems are a subset of basic systems. Some of the increase in 
fully functional systems between 2009 and 2010 may be related to a change 
in survey instruments and defi nitions of fully functional systems between 2009 
and 2010 (see Table for more details). Includes nonfederal, offi  ce-based physicians. 
Excludes radiologists, anesthesiologists, and pathologists.

SOURCE: Hsiao et al. (2010); CDC/NCHS, National Ambulatory Medical Care Survey.
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With respect to hospitals, 11.9 percent of U.S. hospitals use comprehensive EHRs (Jha et al., 
2010). Many barriers to adopting health IT exist, including the complexity of training needed to 
integrate systems into new patterns and clinical workflows, the cost of acquiring and maintaining 
health IT, and the lack of resources to overcome barriers to implementation. As a result, the cur-
rent culture of care delivery is often not ready for widespread safer and more effective use of 
health IT.  

In contrast to the United States, other countries have achieved much higher adoption rates of 
EHRs. Denmark has had fully electronic patient records for 10 years, and countries such as the 
Netherlands, Australia, Singapore, and Canada also are much further along than the United 
States (see Chapter 2). These countries report both efficiencies in operation and reductions in 
prescription error rates. Problems associated with health IT reported overseas most recently hig-
hlighted in the United Kingdom’s decision to end its National Programme for IT after spending 
£6.4 of the £11 billion allotted for the program, reflect complex issues of contracts, product ca-
pabilities, and vendor performance, not necessarily patient safety (Whalen, 2011). 

A report by the President’s Council of Advisers on Science and Technology concluded that 
the full potential of health IT to improve the quality and cost of health care has not yet been rea-
lized. Many advances will be needed, from lifting barriers (e.g., eliminating the proprietary na-
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ture of products to promote interoperability, broadening the ways in which data are used, ensur-
ing privacy and security) to more innovative and competitive health IT products (President’s 
Council of Advisors on Science and Technology, 2010). 

In an effort to improve health care, the U.S. government has invested and will continue to in-
vest billions of dollars toward the meaningful use of effective health IT in the hopes of improv-
ing the quality of care, decreasing the cost of care through improved efficiency, and guiding cli-
nicians to choose the most effective care interventions. In 2004, the Office of the National 
Coordinator for Health Information Technology (ONC) was established by executive order with-
in the Office of the Secretary of HHS. It was created in statute by the Health Information Tech-
nology for Economic and Clinical Health (HITECH) Act, part of the American Recovery and 
Reinvestment Act of 2009. Working toward the goal of bringing EHRs by 2014 to all Ameri-
cans, the mission of ONC is to both coordinate development of a national health IT infrastructure 
and support and promote meaningful use of EHRs. ONC is supported directly and indirectly by 
several federal advisory bodies (ONC, 2011). Those directly involved include the following:  

 
• The Health IT Policy Committee was provided for in the HITECH Act to make rec-

ommendations to the National Coordinator for Health IT toward development of a 
policy framework for a nationwide health information infrastructure. 

• The Health IT Standards Committee was established at the same time as the Policy 
Committee for the purpose of making recommendations regarding standards and 
certification criteria for the electronic exchange and use of health IT to the National 
Coordinator.  

• The National Committee on Vital and Health Statistics was established in 1949 to 
advise the Secretary of HHS in issues related to health data, statistics, and national 
information policy. Its National Health Information Infrastructure report created the 
vision for the emerging system (NCVHS, 2001). 

 
Indirectly, the ONC receives helpful advice from a number of groups, including the advisory 

groups for the National Library of Medicine, AHRQ, multiple Boards of Scientific Counselors of 
the Centers for Disease Control and Prevention, the Visiting Committee on Advanced Technolo-
gy of the National Institute for Standards and Technology, and the multiple advisory committees 
of the Food and Drug Administration.  

In collaboration with many private efforts and other public agencies, these groups have been 
instrumental in advancing the development of an initial framework for health IT. While these 
efforts have been essential to advancing the state of health IT, much more work is needed before 
all Americans will have access to health IT–assisted care. 

Development of health IT–assisted care is also being encouraged by the broader health policy 
environment. Safe, interoperable health IT is a foundational component of strategies such as ac-
countable care organizations and the patient-centered medical home. The promise of these 
movements to reduce costs and improve patient outcomes assumes that high-quality patient data 
can be shared reliably and effectively among providers. These movements, among others, are 
likely to influence the speed of adoption and broaden the functions of health IT considerably 
(NCVHS, 2001). In contrast to these possible future uses, it is clear that current health IT imple-
mentations are often complex, cumbersome, and brittle in ways that may also have negative ef-
fects on clinician performance (AHRQ, 2009; HIMSS, 2009; PCAST, 2010). 
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INTERSECTION OF PATIENT SAFETY AND HEALTH IT 
Health IT is not one specific product that, once implemented, can automatically result in 

highly safe and effective health care. It encompasses a technical system of computers, software, 
and devices that operate in the context of a larger sociotechnical system—a collection of hard-
ware and software working in concert within an organization that includes people, processes, and 
workflow. It is widely believed that, when designed and used appropriately, health IT can help 
create an ecosystem of safer care while also producing a variety of benefits such as reductions in 
administrative costs, improved clinical performance, and better communication between patients 
and caregivers. In this view, it can be a positive, transformative force for delivering health care.  
However, the assumption that the aforementioned benefits are highly correlated with health IT 
has not been adequately tested and there are some indications that the features needed to acquire 
one benefit may actually frustrate efforts to achieve another. In particular, there is a growing 
concern that health IT designs that maximize the potential for administrative and economic bene-
fit may be creating new paths to failure. Reports of health IT becoming a distraction or cause of 
miscommunication raise the possibility that health IT may cause harm if it is poorly designed, 
implemented, or applied. Poorly designed, implemented, or applied, health IT can create new 
hazards in the already complex delivery of health care, requiring health care professionals to 
work around brittle software, adding steps needed to accomplish tasks, or presenting data in a 
nonintuitive format that can introduce risks that may lead to harm. Risks to patient safety also 
arise as a result of great heterogeneity in health IT products. As health IT products have become 
more intimately involved in the delivery of care, the potential for health IT–induced medical er-
ror, harm, or death has increased significantly. Examples of health IT–induced harm that can re-
sult in serious injury and death include dosing errors, failing to detect fatal illnesses, and delay-
ing treatment due to poor human–computer interactions or loss of data (Aleccia, 2011; 
Associated Press, 2009; Graham and Dizikes, 2011; Schulte and Schwartz, 2010; Silver and Ha-
mill, 2011; U.S. News, 2011).  

The portfolio of research on health IT has included little regarding the general impact of 
health IT on safety of clinical care. The evidence in the literature about the impact of health IT 
on patient safety is mixed but shows that the challenges facing safer health care and safer use of 
health IT involve the people and clinical implementation as much as the technology. The litera-
ture does reflect improvements in some areas in well-established health care institutions, notably 
medication administration through use of computerized prescribing and bar-coding systems. But 
the evidence of health IT’s impact on patient safety beyond medication safety and across the 
health care system is lacking. Although evidence suggests improvements in safety can be made, 
some studies have found health IT to have no effect on patient safety, and case reports such as 
those cited above show that it can also contribute to harm.  

Advanced technology can create some new paths to failure at the same time that it blocks 
others. These new forms of failure are often hard to anticipate and may go unnoticed or be misi-
dentified until the introduction of the new technology is well advanced. The resulting shift in the 
locus of failure can make the evaluation of the impact of technology on safety difficult, especial-
ly if the contribution of technology to the new forms of failure is not appreciated (Woods et al., 
2010). Given the large investments being made in health IT, there is a great need to ensure that 
the new technology is actually improving safety of care.  
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IOM COMMITTEE 
The ONC’s Health IT Policy Committee held a hearing on patient safety and health IT in 

February 2010 and recommended ONC “commission a formal study to thoroughly evaluate 
health IT patient safety concerns, and to recommend additional actions and strategies to address 
those concerns” (HHS, 2010b). In September 2010, ONC asked the IOM to make recommenda-
tions about how public and private actors can maximize the safety of health IT–assisted care (see 
Box 1-1). In response, the IOM established the Committee on Patient Safety and Health Informa-
tion Technology.  

The committee’s report comes at a point in time characterized by a number of rather dramatic 
changes relating to health care in addition to major national health insurance and financial re-
forms. First, the HITECH legislation provides substantial incentives to accelerate the adoption of 
EHR systems. Second, there is an ongoing movement away from the historical model of physi-
cian autonomy to one focused on adherence to evidence-based guidelines and best practices that 
promote safe, high-quality care. Finally, the practice of medicine is inexorably moving from be-
ing based primarily upon knowledge of organs and organ systems to being based upon genomics 
and proteomics, which has major implications for data management capabilities. The aggregate 
impact of these tectonic shifts beneath health care and its related technologies and treatments is 
one that requires development of more complex yet reliable systems to assure high performance 
in the midst of great baseline challenges to achieving excellent outcomes. 

Scope 

In his statement to the committee, David Blumenthal, the then-National Coordinator, asked 
the committee to consider the full range of activities available in developing recommendations to 
assure the safety of health IT–assisted care (Blumenthal, 2010). The statement of task defines 
health IT very broadly and includes multiple types of technologies used in the delivery of health 
care services. The committee considered all stakeholders as having important roles in improving 
patient safety with respect to health IT. This includes patients and their families, health profes-
sionals, health care delivery organizations (ranging from small physician offices to large hospital 
systems), health IT vendors, accrediting agencies, professional societies, insurance companies, 
and the government.  

Controversy exists regarding the impact of both the introduction of health IT and the use of 
health IT on patient safety. Proponents argue that published literature from trials generally sup-
port the claim that health IT can reduce particular types of failure, improve quality and safety, 
and reduce costs. Critics point to reports of health IT failures. This report does not attempt to re-
solve the controversy; instead it seeks to assess some of the important issues surrounding health 
IT and its introduction and to indicate the activities most likely to bring the potential value of 
health IT to the U.S. health care system. Therefore, while the committee recognizes that both 
risks and benefits are associated with health IT, it interpreted its charge as making health IT–
assisted care safer so that the nation is in a better position to realize the potential benefits of 
health IT. 
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Is health IT a medical device? If so, in the United States, the Food and Drug Administration 
(FDA) is charged with its regulation. According to law, a medical device is 

...an instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or other 
similar or related article, including any component, part, or accessory, which is— 

(1) recognized in the official National Formulary, or the United States Pharmacopeia, or any 
supplement to them, 

(2) intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, 
treatment, or prevention of disease, in man or other animals, or 

(3) intended to affect the structure or any function of the body of man or other animals, and 
which does not achieve its primary intended purposes through chemical action within or on the body 
of man or other animals and which is not dependent upon being metabolized for the achievement of its 
primary intended purposes. [Federal Food, Drug, and Cosmetic Act, 21 U.S.C. § 321 SEC. 201]  

 
Health IT components include items such as computerized provider order entry (CPOE), 

electronic medical records (EMRs), or electronic health records (EHRs). These components 
participate directly in diagnosis, cure, mitigation, treatment, and prevention of specified 
individual human beings. Health IT is a medical device and the FDA is or should be its 
regulatory body. 

The 1976 Medical Device Amendments to the Federal Food, Drug, and Cosmetic Act 
established three regulatory classes for medical devices. Class I devices are the simplest and are 
least likely to cause direct or indirect harm. The tongue depressor is a Class I device (its entry is 
in the Code of Federal Regulations at 21 CFR 880.6230). Class II devices include devices more 
likely to present some risk of harm. The hearing aid is a Class II device (21 CFR 801.420). The 
amendments define a Class III device as “one that supports or sustains human life or is of 
substantial importance in preventing impairment of human health or presents a potential, 
unreasonable risk of illness or injury.” Class III includes obvious high-risk devices such as 
external cardiac defibrillators (21 CFR 870.5310) but also includes HIV tests (21 CFR 
864.4020). 

What class of medical device is health IT? Because some health IT device characteristics 
may require a different approach to regulation than is practical under current classification rules, 
perhaps health IT should have its own classification. Under existing rules, however, I believe that 
health IT should be classified as a Class III medical device for at least three reasons.  

First, health IT functionality is widely regarded as essential for safe care. The proponents and 
vendors of health IT regularly and consistently point to the safety afforded by the use of health 
IT. According to the IOM, human clinician errors are a major cause of morbidity and mortality 
(IOM, 1999). Preventing human clinician errors is one of the main functions of health IT and a 
primary rationale for the $32 billion investment in health IT committed by the Recovery Act of 
2009. This surely makes health IT of “substantial importance in preventing impairment of human 
health,” which is the central criterion of a Class III device. 

Second, adoption of health IT has pervasive effects on basic health care delivery. Its use 
affects virtually every activity that takes place in a hospital, clinic, or doctor’s office. Health IT 
receives, stores, and displays clinical information. It accepts, validates, and transmits orders for 
care and treatment. It notifies physicians, nurses, pharmacists, and technicians of patient 
conditions. It tracks clinical actions and assessments. These are not trivial functions and their 
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accuracy and reliability have direct impact on virtually every patient’s well-being. Adopting 
health IT amounts to putting all the clinical eggs in a single basket. Unlike other medical devices, 
most of which have effects on a few hundred or thousand patients, health IT is on track to be a 
medical device used for every person in the United States.  

The third reason it is a Class III device is that health IT can and does cause significant harm 
to patients. At least a few U.S. citizens—perhaps more than a few—have died or been maimed 
because of health IT. The extent of the injuries generated by health IT is unknown because no 
one has bothered to look for them in a systematic fashion. Indeed the failure to treat health IT as 
a medical device has played a significant role in keeping the problems with health IT from 
becoming known. Medical device manufacturers are obligated to report instances of patient harm 
connected to their devices. Health IT vendors are not. Problems and the resulting hazards from 
health IT cannot be addressed and fixed without first being identified through some form of 
reporting. The government’s failure to treat health IT as a medical device has allowed 
manufacturers to keep the problems with health IT hidden and has made it possible for vendors 
to require contractual “gag clauses” that restrict open discussion of its problems.  

Simply declaring health IT to be a medical device—even a Class III medical device—will 
not rectify the safety problem that health IT creates. It will, however, begin to bring this 
burgeoning area out of the shadows and into the light. This is a necessary part of improving its 
impact on patient safety. 

Accidents involving health IT are complex events that require substantial forensic skill to 
detect and describe. The impact of health IT on system safety is most easily understood in cases 
of overt computer outages (sometimes described as system “crashes”), which deny clinicians 
access to the data and communications that these systems usually provide. Absurdly, when such 
an outage becomes public knowledge the system owners uniformly declare that “no patient was 
harmed.” If so, the case for health IT must be weak indeed. There are presently no standards for 
assessing or reporting such outages or for judging their effects on safety. 

But most of the impact of health IT on safety must be more subtle than the overt computer 
crash. The “copy forward” case described in Box E-1 is more representative. Here, data appear 
out of context and are misinterpreted. The simple existence of a datum inside a database does not 
ensure that its significance will be appreciated. Similarly, the appreciation of a datum in one 
circumstance does not ensure that it will be appreciated in all circumstances. Problems with 
“pick lists”—e.g, menus of medications, procedures, or laboratory tests—are common in other 
areas and also appear in reports of difficulties with health IT. It is remarkably easy to select the 
wrong patient or the wrong drug from these lists. 

 

BOX E-1 
 
An abdominal ultrasound report in an electronic record appeared to indicate a blighted 

ovum and a dilation and curettage (D&C) was performed a few days later. The patient 
returned to the ER 4 weeks after the D&C with abdominal pain. Repeat ultrasound revealed 
a 21 week pregnancy. A damaged fetus was delivered at 26 weeks. The ultrasound result 
had actually been obtained several weeks prior to the date of the record in which it 
appeared. The report had been copied forward into that record and appeared out of context. 
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We know this not so much from studies of health IT as from experience in other domains. 
Indeed this experience is the basis for modern methods for IT designs for use in hazardous 
settings. It is not surprising that such events are now being discovered in health IT. What is 
surprising is that those creating and promoting these large systems have neither anticipated them 
nor looked for them. The development of health IT is marked by an optimism about the effects of 
IT that are unwarranted and naive. And the willingness to embrace this optimism to the extent of 
making large-scale investments in these systems and only later asking what their impact might be 
on patient safety borders on recklessness. 

Mounting an effort to bring device regulation to health IT will be challenging and demands 
both added resources and new methodologies for the FDA. It is clear from a recent IOM report 
(IOM, 2011) that medical device regulation itself will benefit from careful review and revision. 
But make no mistake: health IT is a medical device. It should be regulated as a medical device 
now and should have been regulated as a medical device in the past. 
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COMMITTEE BIOGRAPHIES 
Gail L. Warden, M.H.A., FACHE (Chair), president emeritus of Detroit-based Henry Ford 
Health System, served as its president and chief executive officer from April 1988 to 2003. Prior 
to this role, Mr. Warden served as president and chief executive officer of Group Health Cooper-
ative of Puget Sound as well as executive vice president of the American Hospital Association. 
He serves as a director of Picker Institute Inc. He has been a director of National Research Corp. 
since January 2005. He served as a director of Comerica Inc. from July 2000 to December 31, 
2006. Mr. Warden serves in numerous leadership positions, as chairman to several national 
health care committees and as board member to many other health care–related committees and 
institutions. In addition, he is a professor of health management and policy for the University of 
Michigan School of Public Health. He serves the Detroit, Michigan, community through various 
memberships on local governing committees and groups. Mr. Warden received an honorary doc-
torate in public administration from Central Michigan University and an honorary doctorate of 
humane letters from Rosalind Franklin University of Medicine and Science, a master of hospital 
administration from the University of Michigan, and a bachelor of arts from Dartmouth College. 
 
James P. Bagian, M.D., is the director of the Center for Healthcare Engineering and Patient 
Safety and is a professor in the Medical School and the College of Engineering at the University 
of Michigan. Previously, he served as the first director of the Department of Veterans Affairs 
(VA) National Center for Patient Safety (NCPS) and the first chief Patient Safety Officer for the 
VA from 1999 to 2010, where he developed numerous patient safety–related tools and programs 
that have been adopted nationally and internationally. Dr. Bagian served as a NASA astronaut 
and is a veteran of two Space Shuttle missions including as the lead mission specialist for the 
first dedicated Life Sciences Spacelab mission. His primary interest and expertise involves the 
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development and implementation of multidisciplinary programs and projects that involve the in-
tegration of engineering, medical and life sciences, and human factor disciplines. Presently, he is 
applying the majority of his attention to the application of systems engineering approaches to the 
analysis of medical adverse events and the development and implementation of suitable correc-
tive actions that will enhance patient safety primarily through preventive means. He received his 
B.S. in mechanical engineering from Drexel University and his M.D. from Jefferson Medical 
College at Thomas Jefferson University. Dr. Bagian was elected to both the National Academy 
of Engineering and the Institute of Medicine (IOM) and has served on or chaired numerous Na-
tional Research Council (NRC) and IOM committees.  
 
David W. Bates, M.D., M.Sc., is the director of the Center for Patient Safety Research and Prac-
tice at Brigham and Women’s Hospital, where he is the chief of the Division of General Medi-
cine. He is also the medical director of clinical and quality analysis, IS. He is a professor in med-
icine at Harvard Medical School and has a joint appointment at the Harvard School of Public 
Health in the Department of Health Policy and Management. He serves as one of the directors of 
the clinical effectiveness program. He is also external program lead for research for the World 
Alliance for Patient Safety of the World Health Organization. Dr. Bates received his bachelor of 
science degree in chemistry from Stanford University, his M.D. from Johns Hopkins School of 
Medicine, and his M.Sc. in health policy and management from the Harvard School of Public 
Health. Dr. Bates’s primary informatics interest has been the use of computer systems to improve 
patient care, especially with respect to clinical decision support. He has done extensive work on 
evaluating the incidence and prevention of adverse drug events. Another area of focus has been 
on improving efficiency and quality using information systems with regards to diagnostic testing. 
He also has done a series of studies focusing on health information technology policy.  
 
Dedra Cantrell, R.N., B.S.N., M.S., C.P., is the chief information officer of Emory Healthcare, 
Inc., in Atlanta, Georgia. Emory Healthcare is an integrated academic health care system com-
mitted to caring for patients and their families, educating health care professionals for the future, 
pursuing discovery research and clinical innovation, and serving its community. The clinical arm 
of the Woodruff Health Sciences Center of Emory University, Emory Healthcare is the largest, 
most comprehensive health system in the state of Georgia. Ms. Cantrell earned her bachelor’s 
degree in nursing from Brenau University and worked as a registered nurse in multiple capacities 
before becoming involved in health care information technology. She came to Emory in 1994 as 
director of Patient Services Information Systems for the Emory University Hospital and then 
moved the following year to become a senior business analyst in the Emory Healthcare Informa-
tion Services Department. Ms. Cantrell was promoted to director of client and application servic-
es in 1996, named executive director of Emory Healthcare Information Services in 1998, and 
was promoted to chief information officer in 2000. Ms. Cantrell recently earned her master’s de-
gree in organizational management from Capella University. 
 
David C. Classen, M.D., M.S., is an associate professor of medicine at the University of Utah 
and an active consultant in infectious diseases at the University of Utah School of Medicine in 
Salt Lake City and he is also a senior partner at CSC. He served as chief medical resident at the 
University of Connecticut. He is board certified in internal medicine and infectious diseases. He 
was the chair of Intermountain Healthcare’s clinical quality committee for drug use and evalua-
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tion and was the initial developer of patient safety research and patient safety programs at Inter-
mountain Healthcare. In addition he developed, implemented, and evaluated a computerized 
physician order entry program at LDS Hospital that significantly improved the safety of medica-
tion use. He was a member of the IOM committee that developed the National Healthcare Quali-
ty Report and was also a member of the IOM committee on patient safety data standards. He 
chaired the QUIC (federal safety taskforce)/Institute for Healthcare Improvement (IHI) collabor-
ative on improving safety in high-hazard areas. Dr. Classen was co-chair of the IHI’s collabora-
tive on perioperative safety and the surgical safety collaborative. He was also a faculty member 
of the IHI/National Health Foundation Safer Patients Initiative in the United Kingdom. In addi-
tion, Dr. Classen is a developer of the “Trigger Tool Methodology” at IHI, used for the improved 
detection of adverse events, which is currently being used by more than 500 different health care 
organizations throughout the United States and Europe. Dr. Classen also leads the development 
and publication of the new compendium of strategies for the prevention of health care–associated 
infections jointly released by the Infectious Disease Society of America, the Society of Health-
care Epidemiology, The Joint Commission, the American Hospital Association, and the Associa-
tion of Practitioners of Infection Control. He currently co-chairs the National Quality Forum’s 
(NQF’s) patient safety common formats committee and is an advisor to the Leapfrog Group and 
has developed and implemented the CPOE/EHR flight simulator for the Leapfrog Group and 
NQF. This EHR flight simulator has been used to evaluate hundreds of inpatient and ambulatory 
EHR systems after implementation across the United States and the United Kingdom. He re-
ceived his medical degree from the University of Virginia School of Medicine and a master of 
science degree in medical informatics from the University of Utah School of Medicine.  
 
Richard I. Cook, M.D., is a physician, educator, and researcher at the University of Chicago. 
His current research interests include the study of human error, the role of technology in human 
expert performance, and patient safety. He worked in the computer industry in supercomputer 
system design and engineering applications and later received his M.D. from the University of 
Cincinnati. Since November 1994, he has been faculty in the Department of Anesthesia and In-
tensive Care of the University of Chicago. Dr. Cook has investigated a variety of safety issues in 
such diverse areas as urban mass transportation, semiconductor manufacturing, and military 
software systems. He is often a consultant for not-for-profit organizations, government agencies, 
and academic groups. His noteworthy publications include “Gaps in the continuity of patient care 
and progress in patient safety,” “Operating at the sharp end: The complexity of human error,” 
“Adapting to new technology in the operating room,” and the monograph “A tale of two stories: 
Contrasting views of patient safety.” 
 
Don E. Detmer, M.D., M.A., is medical director of advocacy and health policy of the American 
College of Surgeons, professor emeritus and professor of medical education in the Department of 
Public Health Sciences at the University of Virginia, and visiting professor at CHIME, Universi-
ty College of London. Dr. Detmer is a member of the IOM as well as a lifetime associate of the 
National Academies, a fellow of the American Association for the Advancement of Science as 
well as the American Colleges of Medical Informatics, Sports Medicine, and Surgeons. Dr. Det-
mer is immediate past president of AMIA, past chairman of the Board on Health Care Services 
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and the membership committee of the IOM, the National Committee on Vital and Health Statis-
tics, and the board of regents of the National Library of Medicine (NLM). He was a member on 
the national Commission on Systemic Interoperability. He chaired the 1991 IOM study “The 
Computer-based Patient Record” and co-edited the 1997 version of the same report. He was a 
member of the committee that developed the IOM reports To Err Is Human and Crossing the 
Quality Chasm. His education includes a medical degree from the University of Kansas and an 
M.A. from the University of Cambridge. Dr. Detmer’s research interests include national health 
information policy, quality improvement, compartment syndromes, and management of academ-
ic health centers. He has written and edited a number of research articles, books, book chapters, 
and monographs on these topics. 
 
Meghan Dierks, M.D., is assistant professor of medicine, Harvard Medical School, in the Divi-
sion of Clinical Informatics at Beth Israel Deaconess Medical Center in Boston, Massachusetts. 
She also holds a position of director of clinical systems analysis at Beth Israel Deaconess Medi-
cal Center. In these roles, Dr. Dierks conducts a broad range of both operational and research 
activities in the areas of clinical systems analysis, risk analysis, decision analysis, and human 
factors engineering (emphasis on cognitive engineering and macroergonomics). Dr. Dierks is a 
board-certified general surgeon who trained at Washington University, St. Louis, Missouri, and 
the Lahey Clinic, Burlington, Massachusetts. She completed the Harvard-MIT Program in bio-
medical informatics supported by an NLM training grant and was the Douglas Porter Fellow in 
Informatics at the Beth Israel Deaconess Medical Center. She has a baccalaureate degree from 
Brown University and an M.D. from the University of Texas Health Science Center–Houston. In 
addition to her academic position at Harvard Medical School, she has been a visiting scholar and 
research affiliate at MIT and is an adjunct faculty at the University of Maryland Division of Re-
liability Engineering. She is a former executive medical director for GE Healthcare IT, where she 
provided clinical input to design controls and was responsible for risk analysis. In her role as ex-
ecutive medical director, Dr. Dierks also held a leadership role in clinical research operations 
across all of GE Healthcare. Dr. Dierks spent 3 years with the Food and Drug Administration’s 
(FDA’s) Center for Devices and Radiological Health working on a range of cross-departmental 
projects under the deputy director that focused on risk analysis, mitigation, and strategic plan-
ning around medical devices shortages.  
 
Terhilda Garrido, M.P.H., is vice president, health information technology transformation and 
analytics, within the national quality and care delivery organization at Kaiser Permanente. Her 
team is responsible for realizing the strategic value and maximizing opportunities for Kaiser 
Permanente’s electronic health record. She also currently co-leads Kaiser Permanente’s efforts to 
qualify for “meaningful use.” Her areas of focus include evaluation of new electronic health 
record (EHR)-based innovations, strategic impact of personal health records (PHRs)/EHRs, the 
business case for Kaiser Permanente’s investment, leveraging HIT to improve quality, patient 
safety, efficiency, and equity. She has published on these topics and lends her expertise to vari-
ous organizations within the health care industry. Prior to joining Kaiser, she did economic mod-
eling and consulting for the European Economic Community and others. Ms. Garrido holds an 
operations research degree in engineering from Princeton University and a master’s degree in 
public health in biostatistics from University of California at Berkeley. She completed graduate 
work at the Colegio de Mexico, Mexico City.  
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Ashish Jha, M.D., M.P.H., is an associate professor of health policy and management at the 
Harvard School of Public Health and an associate professor of medicine at Harvard Medical 
School. He is also an associate physician at Boston’s Brigham and Women’s Hospital and VA 
Boston Healthcare System. Over the past 3 years, he has served as special advisor for quality and 
safety to the VA. Dr. Jha received his M.D. from Harvard Medical School in 1997 and trained in 
internal medicine at the University of California, San Francisco, where he also served as chief 
medical resident. He completed his general medicine fellowship from Brigham and Women’s 
Hospital and Harvard Medical School and received his M.P.H. in clinical effectiveness from the 
Harvard School of Public Health in 2004. He joined the faculty in July 2004. Dr. Jha is a practic-
ing general internist with a clinical focus on hospital care. The major themes of his research in-
clude (1) quality of care provided by health care systems with a focus on safety, efficiency, and 
effectiveness; (2) health information technology as a tool to reduce disparities and improve the 
quality, efficiency, and safety of care; (3) disparities in care, with a focus on the quality of care 
provided by minority-serving providers; and (4) hospital governance and its impact on quality of 
care.  
 
Michael Lesk, Ph.D., is professor of library and information science at Rutgers University and 
past department chair (2005-2008). After receiving a Ph.D. in chemical physics, Dr. Lesk joined 
the computer science research group at Bell Laboratories, and from 1984 to 1995 managed com-
puter science research at Bellcore. He was then head of the division of information and intelli-
gent systems at the National Science Foundation (1998-2002), and then joined Rutgers. He is 
best known for work in electronic libraries, and his book Practical Digital Libraries was pub-
lished in 1997 by Morgan Kaufmann and the revision Understanding Digital Libraries appeared 
in 2004. His research has included the CORE project for chemical information, and he wrote 
some Unix system utilities including those for table printing (tbl), lexical analyzers (lex), and 
intersystem mail (uucp). His other technical interests include document production and retrieval 
software, computer networks, computer languages, and human–computer interfaces. He is a fel-
low of the Association for Computing Machinery, received the Flame award from the Usenix 
association, and in 2005 was elected to the National Academy of Engineering. He chairs the 
NRC board on research data and information 
 
Arthur Aaron Levin, M.P.H., is co-founder and the director of the Center for Medical Con-
sumers, a New York City–based nonprofit organization committed to informed consumer and 
patient health care decision making, patient safety, evidence-based, high-quality medicine, and 
health care system transparency. Mr. Levin was a member of the IOM committee on the quality 
of health care that published the To Err is Human and Crossing the Quality Chasm reports. Mr. 
Levin also was a member of the committee that issued an IOM letter report in October 2007, 
Opportunities for Coordination and Clarity to Advance the National Health Information Agenda, 
and served on the committee that wrote Knowing What Works in Health Care: A Roadmap for 
the Nation published in fall 2008. He is a former member of the IOM’s Board for Health Care 
Services. He is currently serving as chair of the NQF Consensus Standards Approval Committee 
and is co-chair of the National Committee for Quality Assurance (NCQA) Committee on Per-
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formance Measures. Levin ended 4 years of service on the FDA’s Drug Safety and Risk Man-
agement Advisory Committee (DSaRM) in May 2007 and continues to serve on select FDA ad-
visory committees as a consultant expert in drug safety and risk management representing con-
sumers. He also serves on the boards of the Foundation for Informed Medical Decision Making 
and the Citizens Advocacy Center in Washington. Mr. Levin is a member of the board of direc-
tors and the executive committee of the New York eHealth Collaborative (NYeC) a not-for-
profit, multistakeholder organization. NYeC was created to provide and support a governance 
process that provides policy direction to New York State’s HEAL investment of more than $200 
million dedicated to advancing HIT and HIE. NYeC is also the recipient (on behalf of the state) 
of over $50 million in HIE and REC grants from the Office of the National Coordinator. Mr. Le-
vin earned his master of public health degree in health policy from Columbia University School 
of Public Health and a bachelor of arts degree in philosophy from Reed College.  
 
John R. Lumpkin, M.D., M.P.H., is the senior vice president and the director of the Robert 
Wood Johnson’s health care group, where he is responsible for the overall planning, budgeting, 
staffing, management, and evaluation of all program and administrative activities. Before joining 
the Foundation in April 2003, Lumpkin served as director of the Illinois Department of Public 
Health for 12 years. During his more than 17 years with the department, he served as acting di-
rector and prior to that as associate director. Dr. Lumpkin is a member of the IOM of the Nation-
al Academies and a fellow of the American College of Emergency Physicians and the American 
College of Medical Informatics. He has been chairman of the National Committee on Vital and 
Health Statistics, and served on the Council on Maternal, Infant and Fetal Nutrition, the Advi-
sory Committee to the Director of the U.S. Centers for Disease Control and Prevention, and the 
IOM Committee on Assuring the Health of the Public in the 21st Century. He has served on the 
boards of directors for the Public Health Foundation and the NQF, as president of the Illinois 
College of Emergency Physicians and the Society of Teachers of Emergency Medicine, and as 
speaker and board of directors member of the American College of Emergency Physicians. He 
has received the Arthur McCormack Excellence and Dedication in Public Health Award from the 
Association of State and Territorial Health Officials, the Jonas Salk Health Leadership Award, 
and the Leadership in Public Health Award from the Illinois Public Health Association. Lumpkin 
also has been the recipient of the Bill B. Smiley Award, the Alan Donaldson Award, the African 
American History Maker, and Public Health Worker of the Year of the Illinois Public Health As-
sociation. He is the author of numerous journal articles and book chapters. 
 
Vimla L. Patel, Ph.D., D.Sc., FRSC, is a senior research scientist at the New York Academy of 
Medicine and an adjunct professor of biomedical informatics (BMI) at Columbia University in 
New York. Previously she was a professor of BMI and co-director at the Center for Cognitive 
Informatics and Decision Making in the School of Biomedical Informatics at the University of 
Texas Health Science Center in Houston. From 2007-2009, she served as interim chair and vice 
chair of BMI department in the Ira A. Fulton School of Engineering at Arizona State University, 
moving from Columbia University in New York. She has also served on the faculty at McGill 
University as a professor in the Department of Medicine, and as the director of the Centre for 
Medical Education, as well as the director of the Cognitive Science Center. She was an elected 
fellow of the Royal Society of Canada (Academy of Social Sciences), the American College of 
Medical Informatics, and the New York Academy of Medicine. She was a recipient of the annual 
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Swedish “Woman of Science” award in 1999. She received an Honorary Doctor of Science de-
gree from the University of Victoria in 1998, in recognition of her contributions through cogni-
tive studies in the domain of health informatics. She is an associate editor of the Journal of Bio-
medical Informatics and sits on the editorial boards of Artificial Intelligence in Medicine and 
Advances in Health Science Education. She is a past assistant editor of AI in Medicine and has 
served on the editorial boards of Medical Decision Making, the Journal of Experimental Psy-
chology, and Computers in Biology and Medicine. She has served as vice-chair of AMIA’s 2009 
Scientific Program Committee, vice-chair (membership) of the International Medical Informatics 
Association, and chair of the editorial committee for MedInfo 2001. As a leader in adapting me-
thods/theories from cognitive science and in innovating new approaches that provide scientific 
foundation for medical education, her research includes the role of cognition in designing a safer 
clinical workplace. Her studies focus on complexity of the distributed cognitive system that un-
derlies critical care decisions, generation of medical errors, and on the impact of technology on 
human cognition for competent performance. After moving to the United States in 2000, she be-
came the principal investigator on two R01 awards (from the National Library of Medicine and 
the National Institute of Mental Health) and on additional awards from the National Library of 
Medicine and the National Cancer Institute. Currently, she directs a major 5-year James S. 
McDonnell Foundation research project on Complexity and Error in Health Care with a focus on 
patient safety. She is a prolific writer with over 250 scholarly publications spanning biomedical 
informatics, education, clinical, and cognitive science journals.  
 
Philip Schneider, M.S., FASHP, is clinical professor and associate dean for academic and pro-
fessional affairs for the University of Arizona, College of Pharmacy at the Phoenix Biomedical 
Campus. His prior 33 years at Ohio State University included directing the Latiolais Leadership 
Program at the Ohio State University, an interprofessional program to advance leadership in 
pharmacy and improve the medication use system to reduce adverse drug events. Mr. Schneider 
was selected as the recipient of the 2008 Harvey A. K. Whitney Award, known as health-system 
pharmacy’s highest honor, for his outstanding contributions to the practice of pharmacy in health 
systems. In 2006, he was presented with the Donald E. Francke Medal for significant interna-
tional contributions to health-system pharmacy. He is a past president of the American Society of 
Health-System Pharmacists, and past president of the American Society for Parenteral and Ent-
eral Nutrition, having served for 10 years as the first editor-in-chief of Nutrition in Clinical Prac-
tice, one of its official publications. Active in international pharmacy, he is currently vice presi-
dent and co-chairman of the Centennial Programme Committee of the Board of Pharmaceutical 
Practice of the International Pharmaceutical Federation (FIP). Mr. Schneider received a B.S. in 
pharmacy from the University of Wisconsin, an M.S. in clinical hospital pharmacy from the 
Ohio State University, and a certificate of residency from the Ohio State University Hospitals. 
During his 40 years of professional and academic service, he has published more than 170 ar-
ticles and abstracts in professional and scientific journals, 38 book chapters, edited 7 books, and 
given more than 500 contributed or invited presentations in 22 countries and the United States.  
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Christine A. Sinsky, M.D., FACP, is a general internist at Medical Associates Clinic and 
Health Plans in Dubuque, Iowa. She is a director on the American Board of Internal Medicine, 
serves on the physician advisory panel for the NCQA physician recognition programs, is a mem-
ber of the Society of General Internal Medicine’s patient centered medical home (PCMH) work-
ing group, and is a consultant for the John D. Stoeckle Center for Primary Care Innovation at the 
Massachusetts General Hospital. Dr. Sinsky is a frequent invited lecturer on practice innovation, 
redesign, and the PCMH including for the American College of Physicians, IHI, the Patient Cen-
tered Primary Care Collaborative, as well as private and academic medical centers. Dr. Sinsky 
received her B.S. and M.D. degrees from the University of Wisconsin, Madison, and completed 
her postgraduate residency and was chief resident at Gundersen Medical Foundation/La Crosse 
Lutheran Hospital in LaCrosse, Wisconsin. 
 
Paul C. Tang, M.D., M.S., is an internist and vice president, chief innovation and technology 
officer at the Palo Alto Medical Foundation, and is consulting associate professor of medicine 
(biomedical informatics) at Stanford University. Dr. Tang is vice chair of the federal Health In-
formation Technology Policy Committee and chair of its Meaningful Use Work Group. Estab-
lished under the 2009 American Recovery and Reinvestment Act, the group advises the U.S. De-
partment of Health and Human Services on policies related to health information technology. An 
elected member of the IOM, Dr. Tang chaired an IOM patient safety committee, which published 
reports in 2003 and 2004: Patient Safety: A New Standard for Care, and Key Capabilities of an 
Electronic Health Record System. He is also a member of the IOM Board on Health Care Servic-
es. Dr. Tang chairs the NQF’s Health Information Technology Advisory Committee and is a 
member of the NQF Consensus Standards Approval Committee. Dr. Tang is a past chair of the 
board for the American Medical Informatics Association. He is a member of the National Com-
mittee on Vital and Health Statistics (NCVHS), and co-chair of the NCVHS quality subcommit-
tee. Dr. Tang co-chairs the measurement implementation strategy work group of the Quality Al-
liance Steering Committee and chairs the Robert Wood Johnson Foundation’s National Advisory 
Council for ProjectHealth Design. He has published numerous papers in medical informatics, 
especially related to EHRs, PHRs, and quality, and has delivered over 280 invited presentations 
to national and international organizations and associations. Dr. Tang is a fellow of the American 
College of Medical Informatics, the American College of Physicians, the College of Healthcare 
Information Management Executives, and the Healthcare Information and Management Systems 
Society. 
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Medicare’s Quality Improvement Organization Program, and assessed pay for performance and 
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its potential role in Medicare. Prior to joining the IOM, she completed an M.P.H. in health policy 
with a concentration in management at the University of Michigan School of Public Health. As 
part of her studies, she interned with the American Heart Association. 
 
Pamela Cipriano, Ph.D., is the 2010-2011 Distinguished Nurse Scholar-in-Residence at the 
IOM. As an accomplished hospital and nursing executive, she has led multiple patient care de-
partments at academic medical centers for the past 20 years. She served as chief nursing officer 
and chief clinical officer of the University of Virginia Health System from 2000 to 2009 and cur-
rently holds a faculty appointment as research associate professor at the University of Virginia 
School of Nursing. She is also editor-in-chief of American Nurse Today, the official journal of 
the American Nurses Association. Dr. Cipriano chaired the American Academy of Nursing’s 
Workforce Commission, studying technology solutions to improve the work environment to 
make patient care safer and more efficient. Throughout her career, she has been a leader in na-
tional nursing organizations addressing issues of policy, administration, quality, technology, and 
clinical practice. She currently serves on the Joint Commission’s National Nursing Advisory 
Council and the National eHealth Collaborative Board. 
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ter, he completed a residency in pediatrics and continued with a medical fellowship in immunol-
ogy/nephrology at Minnesota. He held positions of assistant professor and professor of pediatrics 
at the University of Minnesota and the Albany Medical College between 1966 and 1979. In 
1969, he was appointed director of the New York State Kidney Disease Institute in Albany. Dur-
ing 1969-1977, he served as deputy commissioner of the New York State Department of Health 
and was responsible for research, departmental health care facilities, and the Medicaid program 
at various times. In 1977, he was named director of New York State’s Department of Public 
Health. From 1979 until joining the U.S. Congress’s Office of Technology Assessment (OTA), 
Dr. Herdman was a vice president of the Memorial Sloan-Kettering Cancer Center in New York 
City. In 1983, he was named assistant director of OTA and then acting director and director from 
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and subsequently served as director of the National Cancer Policy Board and the National Cancer 
Policy Forum. He is now the director of the Board on Health Care Services.  
 
Herbert S. Lin, Ph.D., is chief scientist at the computer science and telecommunications board, 
NRC of the National Academies, where he has been study director of major projects on public 
policy and information technology. These studies include a 1996 study on national cryptography 
policy (Cryptography’s Role in Securing the Information Society), a 1991 study on the future of 
computer science (Computing the Future), a 1999 study of Defense Department systems for 
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Fundamental Challenges), a 2000 study on workforce issues in high technology (Building a 
Workforce for the Information Economy), a 2002 study on protecting kids from Internet porno-
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of the FBI's information technology modernization program (A Review of the FBI's Trilogy IT 
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